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Abstract
Data cleaning is a vital process that ensures the quality of data stored in real-world databases. Data cleaning problems are frequently encountered in many research areas, such as knowledge discovery in databases, data warehousing, system integration and e-services. The process of identifying the record pairs that represent the same entity (duplicate records), commonly known as record linkage, is one of the essential elements of data cleaning. In this paper, we address the record linkage problem by adopting a machine learning approach. Three models are proposed and are analyzed empirically. Since no existing model, including those proposed in this paper, has been proved to be superior, we have developed an interactive Record Linkage Toolbox named TAILOR. Users of TAILOR can build their own record linkage models by tuning system parameters and by plugging in in-house developed and public domain tools. The proposed toolbox serves as a framework for the record linkage process, and is designed in an extensible way to interface with existing and future record linkage models. We have conducted an extensive experimental study to evaluate our proposed models using not only synthetic but also real data. Results show that the proposed machine learning record linkage models outperform the existing ones both in accuracy and in performance.

1. Introduction

Record linkage is the process of comparing the records from two or more data sources in an effort to determine which pairs of records represent the same real-world entity. Record linkage may also be defined as the process of discovering the duplicate records in one file. What makes record linkage a problem in its own right, (i.e., different from the duplicate elimination problem [2]), is the fact that real-world data is “dirty”. In other words, if data were accurate, record linkage would be similar to duplicate elimination, since the duplicate records would have the same values in all fields. Yet, in real-world data, duplicate records may have different values in one or more fields. For example, more than one record may correspond to the same person in a customer database because of a misspelled character in the name field. Record linkage is related to the similarity search problem, which is concerned with the retrieval of those objects that are similar to a query object. In particular, record linkage may use similarity search techniques in order to search for candidate similar records. From these candidate similar records, record linkage should determine only those that are actually duplicates.

Record linkage can be considered as part of the data cleansing process, which is a crucial first step in the knowledge discovery process [9]. In 1969, Fellegi and Sunter [10] were the first to introduce the formal mathematical foundations for record linkage, following a number of experimental papers that were published since 1959 [25]. The model proposed by Fellegi and Sunter, which is briefly discussed in Section 2.2, is characterized as a probabilistic model since it is entirely based on probability theory. Winkler [34] surveys the research that extends and enhances the model proposed by Fellegi and Sunter.

The record linkage problem can be viewed as a pattern classification problem. In pattern classification problems, the goal is to correctly assign patterns to one of a finite number of classes. By the same token, the goal of the record linkage problem is to determine the matching status of a pair of records brought together for comparison. Machine learning methods, such as decision tree induction, neural networks, instance-based learning, clustering, etc., are widely used for pattern classification. Specifically, given a set of patterns, a machine learning algorithm builds a model that can be used to predict the class of each unclassified pattern. Machine learning methods are categorized into two main groups: supervised learning and unsupervised learning. A method is supervised if a training set is available; otherwise the method is unsupervised [22]. Cochinwala et al. [5], and Verykios et al. [32] were the first to exploit the use of decision tree induction for the solution of the record linkage problem.

1.1 Contributions

The first contribution of this paper is the development of a Record Linkage Toolbox (TAILOR) that can be tailored to fit any record linkage model. TAILOR implements state-of-the-art tools and models for linking records. Since none of the proposed record linkage models has been presented as the best one, the development of
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such a toolbox is significant.

A new machine learning approach for the record linkage problem is the second contribution of this paper. The introduction of such an approach raises the limitations of previous record linkage models, which can handle only binary or categorical comparisons. Three machine learning record linkage models are proposed: an induction model, a clustering model and a hybrid model.

The third contribution is the extensive experimental study that analyzes and compares the record linkage models and tools using synthetic data, generated by a public domain tool (DBGen), as well as real data from a Walmart database. Towards this end, we have proposed novel accuracy and performance metrics. The empirical results show that our proposed machine learning record linkage models outperform the probabilistic record linkage model with respect to most performance and accuracy metrics.

1.2 Paper Organization

The rest of this paper is organized as follows. In Section 2 the record linkage problem is introduced along with the notation that is used throughout the paper. Moreover, a brief discussion of the probabilistic record linkage model proposed by Fellegi and Sunter [10] is given. In Section 3, we present the newly developed machine learning models for the record linkage problem. Section 4 discusses the system architecture of the record linkage toolbox, along with a brief discussion of the tools, which we developed. In Section 5, a large number of experiments are conducted. In Section 6, we summarize other related work, and finally we conclude our study in Section 7.

2. Record Linkage Problem

2.1 Definition and Notation

For two data sources A and B, the set of ordered record pairs \( AXB = \{(a,b) : a \in A, b \in B\} \) is the union of two disjoint sets, \( M \) where \( a = b \) and \( U \) where \( a \neq b \). We call the former set \emph{matched} and the latter set \emph{unmatched}. The problem, then, is to determine in which set each record pair belongs to. Having in mind that it is always better to classify a record pair as a possible match than to falsely decide on its matching status with insufficient information, a third set \( P \), called \emph{possible matched}, is introduced. In the case that a record pair is assigned to \( P \), a domain expert should manually examine this pair. We assume that a domain expert can always identify the correct matching status (\( M \) or \( U \)) of a record pair.

Let us assume that a record obtained from either source A or source B contains \( n \) components (fields), \( f_1, f_2, \ldots, f_n \). For each record pair \( r_{i,j} = (r_i, r_j) \), the component-wise comparison results in a vector of \( n \) values, \( c_{i,j} = [c_{i,j}^1, c_{i,j}^2, \ldots, c_{i,j}^n] \) such that \( c_{i,j}^k = C_k(r_i, f_k, r_j, f_k) \) and \( C_k \) is the comparison function that compares the values of the record component \( k \). The resulting vector is called a \emph{comparison vector}. The set of all the comparison vectors is called the \emph{comparison space}. A comparison function \( C_k \) is a mapping from the Cartesian product of the domain(s) for the field \( f_k \) to a comparison domain \( R_k \); formally, \( C_k : D_k \times D_k \rightarrow R_k \). Examples of simple comparison functions are:

\[
C_i(value_1, value_2) = \begin{cases} 
0 & \text{if } value_1 = value_2, \\
1 & \text{otherwise} 
\end{cases} 
\]

\[
C_{II}(value_1, value_2) = \begin{cases} 
0 & \text{if } value_1 = value_2 \\
1 & \text{if } value_1 \text{ or } value_2 \text{ is missing} \\
2 & \text{otherwise} 
\end{cases} 
\]

where \( R_i = \{0, 1\} \), and \( R_{II} = \{0, 1, 2\} \). The value computed by \( C_i \) is called a \emph{binary comparison value}, while this computed by \( C_{II} \) is called a \emph{categorical comparison value}. The \emph{continuous comparison value} is another type that is computed by comparison functions that are based on a distant metric between the two compared values. More complex comparison functions will be presented in Section 4.1.2.

2.2 (Error-Based) Probabilistic Record Linkage Model

For each record pair \( r_{i,j} \), let us define \( m_k \) and \( u_k \) as:

\[
m_k = \text{Prob}\{c_{i,j}^k = 0 \mid r_{i,j} \in M\} \quad u_k = \text{Prob}\{c_{i,j}^k = 0 \mid r_{i,j} \in U\}
\]

By denoting \( \text{Prob}\{r_{i,j} \in M\} = \text{Prob}\{M \mid r_{i,j}\} \), and similarly \( \text{Prob}\{r_{i,j} \in U\} = \text{Prob}\{U \mid r_{i,j}\} \), and by assuming that the independence assumption holds, we can derive the following: \( \text{Prob}\{r_{i,j} \mid M\} = \prod_{k=1}^n m_k c_{i,j}^k (1 - m_k) \rightleftharpoons c_{i,j}^k \), and

\[
\text{Prob}\{r_{i,j} \mid U\} = \prod_{k=1}^n u_k c_{i,j}^k (1 - u_k) \rightleftharpoons c_{i,j}^k .
\]

The probabilistic record linkage model defined by Fellegi and Sunter [10] assigns a weight \( w_{i,j}^k \) for each component of each record pair, that is

\[
w_{i,j}^k = \begin{cases} 
\log(m_k / u_k) & \text{if } c_{i,j}^k = 0 \\
\log((1 - m_k) / (1 - u_k)) & \text{if } c_{i,j}^k = 1 
\end{cases}
\]

A decision is made for each record pair by calculating a composite weight \( L(r_{i,j}) = \sum_{k=1}^n w_{i,j}^k \), and by comparing this value against two threshold values \( t_1 < t_2 \), that is \( r_{i,j} \in M \) if \( L(r_{i,j}) \geq t_2 \), \( r_{i,j} \in U \) if \( L(r_{i,j}) \leq t_1 \), and
r_{i,j} \in P \text{ if } t_1 < L(r_{i,j}) < t_2$. The issue is to determine estimates of the conditional probabilities \( m_l \) and \( u_k \) for \( k = 1,2,\ldots,n \), as well as estimates of the thresholds \( t_1 \) and \( t_2 \). Although the probabilistic record linkage model is presented in such a way that it considers only binary comparison values, it can be adjusted to support categorical comparison values as well [34].

The thresholds \( t_1 \) and \( t_2 \) can be estimated by minimizing the probability of the error of making an incorrect decision for a record pair [18]; this is the reason why the model is called error-based. In practice, the record pairs are sorted in ascending order of their composite weight, and indexed according to this order \( r_1, r_2, \ldots, r_N \) where \( N \) is the size of the comparison space. The maximum weight for an unmatched record pair is the weight of the record pair \( r_N^* \) where \( \sum_{i=1}^{N} \text{Prob}\{r_i \mid M\} \leq p_1 \) and \( p_1 \) is the acceptable error probability of misclassifying a matched record pair as unmatched. The minimum weight for a matched record pair is the weight of the record pair \( r_{N'} \) where \( \sum_{i=N}^{N'} \text{Prob}\{r_i \mid U\} \leq p_2 \) and \( p_2 \) is the acceptable error probability of misclassifying an unmatched record pair as matched. Fellegi and Sunter in [10] proved that this decision procedure is optimal.

Fellegi and Sunter proposed two methods for estimating the conditional probabilities \( m_l \) and \( u_k \) for \( k = 1,2,\ldots,n \). A different approach, explored in [33], uses the EM (Expectation Maximization) method [6]. The latter approach is proved to be very effective since it is highly stable and the least sensitive to initial values [18].

### 2.3 EM-Based Probabilistic Record Linkage Model

The EM algorithm considers the estimation of a family of parameters \( \phi \) for a data set \( y \) given an incomplete version of this data set. By postulating a family of sampling densities \( f(x \mid \phi) \) and deriving its corresponding family of sampling densities \( h(y \mid \phi) \), the EM algorithm is directed to find a value of \( \phi \) which maximizes \( h(y \mid \phi) \). A detailed description of the EM algorithm can be found in [6].

In the probabilistic record linkage model, the parameters to estimate are \( \phi = (m_1, m_2, \ldots, m_n, u_1, u_2, \ldots, u_n, p) \) where \( p \) is the proportion of the matched record pairs \( |M| / N \) and \( N \) is the total number of record pairs. The whole set of comparison vectors is considered to be the incomplete data set \( y \). The missing part from each comparison vector \( c_l = [c_{1,l}, c_{2,l}, \ldots, c_{n,l}] \), denoted as \( g_l \), for \( l = 1,2,\ldots,N \), corresponds to whether this comparison vector represents a matched record pair or an unmatched pair, that is \( g_l = [0,1] \) if \( c_l \) represents a matched record pair, and \( g_l = [1,0] \) if \( c_l \) represents an unmatched record pair. The complete data log-likelihood is

\[
\ln f(y \mid \phi) = \sum_{l=1}^{N} g_l \cdot (\ln \text{Prob}\{c_l \mid M\}, \ln \text{Prob}\{c_l \mid U\})^T + \frac{N}{\sum_{l=1}^{N} g_l \cdot (\ln p, \ln(1-p))^T}.
\]

Given a set of initial values for the unknown parameters, the EM algorithm applies several expectation and maximization iterations until the desired precision of the estimated values is obtained. In the expectation step, \( g_l \) is replaced by \( \left( g_m(c_l), g_u(c_l) \right) \) where

\[
g_m(c_l) = \frac{p \prod_{k=1}^{n} m_k^{c_{k,l}} (1 - m_k)^{1-c_{k,l}}}{p \prod_{k=1}^{n} m_k^{c_{k,l}} (1 - m_k)^{1-c_{k,l}} + (1 - p) \prod_{k=1}^{n} u_k^{c_{k,l}} (1 - u_k)^{1-c_{k,l}}}
\]

and \( g_u(c_l) \) can be derived similarly for each \( l = 1,2,\ldots,N \). In the maximization step, the data log-likelihood can be separated into three maximization problems. By setting the partial derivatives equal to 0, we obtain the values of the unknown parameters:

\[
m_l = \frac{\sum_{i=1}^{N} c_{i,l} \cdot g_m(c_l)}{\sum_{i=1}^{N} g_m(c_l)}, \quad u_k = \frac{\sum_{i=1}^{N} c_{i,k} \cdot g_u(c_l)}{\sum_{i=1}^{N} g_u(c_l)}, \quad p = \frac{\sum_{l=1}^{N} g_m(c_l)}{N}.
\]

### 2.4 Cost-Based Probabilistic Record Linkage Model

The thresholds \( t_1 \) and \( t_2 \) are estimated by minimizing the probability of the error of making an incorrect decision for the matching status of a record pair. In practice, the minimization of the probability of the error is not the best criterion to use in designing a decision rule as different wrong decisions may have different consequences. For example, the incorrect decision to classify an unmatched record pair in the matched set may lead to an undesired action of removing one of the records, whereas the incorrect decision to classify a matched record pair as unmatched may lead to data inconsistencies. Based on the above observations, a cost-based probabilistic record linkage model that is currently being developed by the authors [30] is important.
3. Machine Learning Approach

One of the disadvantages of the probabilistic record linkage model is its ability to handle only binary or categorical comparison vector attributes. Our goal is to overcome this disadvantage using new machine learning approach. The proposed machine learning record linkage models can handle all comparisons types, including the continuous ones. Another disadvantage of the probabilistic record linkage model is that it relies on the existence of a training set. Although the proposed induction record linkage model has the same disadvantage, both the clustering and the hybrid record linkage models do not.

3.1 Induction Record Linkage Model

In supervised machine learning, a training set of patterns in which the exact class of each pattern is known apriori, is used in order to build a classification model that can be used afterwards to predict the class of each unclassified pattern. A training instance has the form \( <x, f(x)> \) where \( x \) is a pattern, and \( f(x) \) is a discrete-valued function that represents the class of the pattern \( x \), i.e., \( f(x) \in \{L_1, L_2, \ldots, L_m\} \) where \( m \) is the number of the possible classes. The classification model can be defined as an approximation to \( f \) that is to be estimated using the training instances. A supervised learning technique can be called a classifier, as its goal is to build a classification model. Induction of decision trees [27] and instance-based learning [1], which are called inductive learning techniques, are two examples of classifiers. These techniques share the same approach to learning. This approach is based on exploiting the regularities among observations, so that predictions are made on the basis of similar, previously encountered situations. The techniques differ, however, in the way of how similarity is expressed: decision trees make important shared properties explicit, whereas instance-based techniques equate (dis)similarity with some measure of distance. By itself, the induction of decision trees technique does feature selection that decreases the cost of prediction.

The proposed induction record linkage model is illustrated in Figure 1. The training set consists of instances of the form \( <c, f(c)> \) where \( c \) is a comparison vector and \( f(c) \) is its corresponding matching status, i.e., \( f(c) \in \{M, U\} \) where \( M \) denotes a matched record pair and \( U \) denotes an unmatched one. A classifier is employed to build a classification model that estimates the function \( f \) and is able to predict the matching status of each comparison vector of the whole set of record pairs. Observe that \( P \) is not included in the domain of \( f(c) \) based on the assumption in Section 2.1, and the fact that the training instances are obtained by a domain expert.

![Figure 1. Induction Record Linkage Model](image)

3.2 Clustering Record Linkage Model

The disadvantage of the previous model, as well as of the probabilistic record linkage model, is that it relies on the existence of a training set. Such a training set is not readily available for most real-world applications. In unsupervised learning methods, the notion of a training set does not exist. The whole set of patterns is given as input to the unsupervised learning algorithm to predict the class of each unclassified pattern, or in the record linkage case, the matching status of each record pair. Following the same notation used in the previous section, unsupervised learning tries to approximate the function \( f \) without having any training instances. Clustering is the only known way for unsupervised learning, and so the model proposed can be called clustering record linkage model. The fundamental clustering problem involves grouping together those patterns that are similar to each other [3]. In other words, if each pattern is represented as a point in the space, clustering algorithms try to cluster these points into separate groups in the space. A specific technique, called \( k \)-means clustering, tries to cluster the points into \( k \) clusters. This technique is used specifically when the number of classes of the data items is known.

The clustering record linkage model considers each comparison vector as a point in \( n \)-dimensional space, where \( n \) is the number of components in each record. A clustering algorithm, such as \( k \)-means clustering, is used to cluster those points into three clusters, one for each possible matching status, matched, unmatched, and possibly matched. After applying the clustering algorithm to the set of comparison vectors, the issue is to determine which cluster represents which matching status.

Let \( c_{i,j} = [c_{i,j}^1, c_{i,j}^2, \ldots, c_{i,j}^n] \) be the comparison vector resulting from component-wise comparison of the two records \( r_i, r_j \). Assuming that all the comparison functions are defined in such a way that the value \( 0 \) means a perfect agreement between the two compared values, then \( c_{i,j}^i = 0 \) means that the two compared values \( r_i, f_k \) and \( r_j, f_k \) agree perfectly. Therefore, a perfectly matched record pair that agrees in all fields results in a comparison.
vector that has zeros in all of its components, i.e., its location coincides with the origin in $n$-dimensional space. Similarly, a completely unmatched record pair results in a comparison vector that has 1’s in all its components. Hence, in order to determine which cluster represents which matching status, the central point of each cluster in the space is determined. The nearest cluster to the origin is considered to be the cluster that represents the matched record pairs, whereas the farthest cluster from the origin is considered to be the one that represents the unmatched record pairs. The remaining cluster is considered the one that represents the possibly matched record pairs.

### 3.3 Hybrid Record Linkage Model

The third model proposed in this paper is the hybrid record linkage model. Such a model combines the advantages of both the induction and the clustering record linkage models. Supervised learning gives more accurate results for pattern classification than unsupervised learning. However, supervised learning relies on the presence of a training set, which is not available in practice for many applications. Unsupervised learning can be used to overcome this limitation by applying the unsupervised learning on a small set of patterns in order to predict the class of each unclassified pattern, i.e., a training set is generated.

The proposed hybrid record linkage model proceeds in two steps. In the first step, clustering is applied to predict the matching status of a small set of record pairs. A training set is formed as $\{c, f(c)\}$ where $c$ is a comparison vector and $f(c)$ is the predicted matching status of its corresponding record pair, i.e., $f(c) \in \{M, U, P\}$ where $P$ denotes a possible matched record pair, and $M$ and $U$ are as before. In the second step, a classifier is employed to build a classification model just like the induction record linkage model.

### 4. Record Linkage Toolbox TAILOR

TAILOR is a record linkage toolbox that can be used to build a complete record linkage model by tuning a few parameters and plugging in some in-house developed and public domain tools. It encompasses all tools and models proposed thus far in the literature for solving the record linkage problem, and includes performance and accuracy metrics to compare these different models.

#### 4.1 System Design

The record linkage process comprises two main steps. The first step is to generate the comparison vectors by component-wise comparison of each record pair. The second step is to apply the decision model to the comparison vectors to determine the matching status of each record pair. Figure 2 shows the layered design of TAILOR.

<table>
<thead>
<tr>
<th>Graphical User Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement User Interface</td>
</tr>
<tr>
<td>Decision Tools</td>
</tr>
<tr>
<td>Comparison Functions</td>
</tr>
<tr>
<td>Searching Methods</td>
</tr>
<tr>
<td>Database Management System</td>
</tr>
</tbody>
</table>

**Figure 2. TAILOR Layered Design**

In the bottom layer of the system is the database management system itself, through which data is accessed. The topmost layer is a graphical user interface so that the toolbox can be easily used. Between the database and the graphical user interface, TAILOR contains four layers: Searching Methods, Comparison Functions, Decision Models and Measurement Tools. Table 1 gives a complete list of the various models and tools implemented in each layer.

<table>
<thead>
<tr>
<th>Searching Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocking</td>
</tr>
<tr>
<td>Sorting</td>
</tr>
<tr>
<td>Hashing</td>
</tr>
<tr>
<td>Sorted Neighborhood</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comparison Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming Distance</td>
</tr>
<tr>
<td>Edit Distance</td>
</tr>
<tr>
<td>Jaro’s Algorithm</td>
</tr>
<tr>
<td>N-grams</td>
</tr>
<tr>
<td>Soundex Code</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic Model</td>
</tr>
<tr>
<td>EM-Based</td>
</tr>
<tr>
<td>Cost-Based</td>
</tr>
<tr>
<td>Error-Based</td>
</tr>
<tr>
<td>Induction Model</td>
</tr>
<tr>
<td>Clustering Model</td>
</tr>
<tr>
<td>Hybrid Model</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measurement Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction Ratio</td>
</tr>
<tr>
<td>Pairs Completeness</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Completeness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supporting Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLC++</td>
</tr>
<tr>
<td>ID3 decision trees</td>
</tr>
<tr>
<td>IBL instance-based learning</td>
</tr>
<tr>
<td>DBGen</td>
</tr>
</tbody>
</table>

**Table 1. TAILOR Tools List**

Figure 3 shows the information flow diagram between these four layers. It shows how the record linkage process operates. First, a searching method is exploited to reduce the size of the comparison space. It is very expensive to consider all possible record pairs for comparison. For a data file of $n$ records, the number of record pairs that can be generated is equal to $n(n-1)/2$, i.e., $O(n^2)$. In order to reduce the large space of record pairs, searching methods are needed to select a smaller set of record
pairs that are candidates to be matched. They should be intelligent enough to exclude any record pair whose two records completely disagree, i.e., to exclude any record pair that cannot be a potentially matched pair. The selected record pairs are provided to the comparison functions to perform component-wise comparison of each record pair, and hence generate the comparison vectors. Then, the decision model is applied to predict the matching status of each comparison vector. Last, an evaluation step, to estimate the performance of the decision model, is performed.

### 4.1.1 Searching Methods

#### 4.1.1.1 Blocking

Blocking is defined as a partition of the file into mutually exclusive blocks [24]. Comparisons are restricted to records within each block. Blocking can be implemented by sorting the file according to a block key [18]. A block key is a combination of one or more record fields, or portions of them. The records that agree in the block key are assigned to the same block. A more efficient way to implement blocking is by using hashing. A record is hashed according to its block key in a hash block. Only records in the same hash block are considered for comparison.

The number of generated record pairs depends on the number of blocks, which subsequently depends on the block key. In order to have some insight into the size of this number, let $b$ be the number of blocks, and assume that each block has $n/b$ records. The number of record pairs will be $b \cdot O(n^2/b^2)$, that is $O(n^2/b)$. The total time complexity of blocking is $O(h(n) + n^2/b)$ where $h(n) = n \log n$ if blocking is implemented using sorting, or $h(n) = n$ if blocking is implemented using hashing.

#### 4.1.1.2 Sorted Neighborhood

The Sorted Neighborhood method, discussed in [15], sorts the data file first, and then moves a window of a specific size $w$ over the data file, comparing only the records that belong to this window. In this way, the maximum number of comparisons for each record is reduced to $2w-1$. Several scans, each of which uses a different sorting key, may be applied to increase the possibility of combining matched records.

An analysis for the time complexity of this method is found in [15]. The sorting phase requires $O(n \log n)$. The number of record pairs, generated by the sorted neighborhood method of window size $w$, is $(w-1)(n-w/2)$, which is $O(wn)$. Thus, the total time complexity is $O(n \log n + wn)$.

### 4.1.2 Comparison Functions

#### 4.1.2.1 Hamming Distance

The Hamming distance is used primarily for numerical fixed size fields like Zip Code or SSN. It counts the number of mismatches between two numbers. For example, the Hamming distance between zip codes “47905” and “46901” is 2 since it has 2 mismatches.

#### 4.1.2.2 Edit Distance

The Hamming distance function cannot be used for variable length fields since it does not take into account the possibility of a missing letter, e.g., “John” and “Jonn”, or an extra letter, e.g., “John” and “Johhn”. The edit distance between two strings is the minimum cost to convert one of them to the other by a sequence of character insertions, deletions, and replacements. Each one of these modifications is assigned a cost value. For example, if we assume that the insertion cost and the deletion cost are each equal to 1, and the replacement cost is equal to $\infty$, then the edit distance between “John” and “Jonn” is 1, and the edit distance between “John” and “Jonn” is 2. In order to achieve reasonable accuracy, the modifications costs should be tuned specifically for each string data set. Zhu and Ungar [35] use genetic algorithms to learn these costs. An efficient algorithm to compute the edit distance is the Smith-Waterman algorithm [29] that uses a dynamic programming technique.

![Figure 3. TAILOR Information Flow Diagram](image-url)
4.1.2.3 Jaro’s Algorithm

Jaro [17] introduced a string comparison function that accounts for insertions, deletions, and transpositions. Jaro’s algorithm finds the number of common characters and the number of transposed characters in the two strings. A common character is a character that appears in both strings within a distance of half the length of the shorter string. A transposed character is a common character that appears in different positions. For example, comparing “John” to “Jhon” results in four common characters, two of which are transposed, while comparing “John” to “Jon” results in three common characters, none of which is transposed. The value of Jaro’s comparison is defined as \( \frac{c}{|l_1| + |l_2| + (2c-t)/2c}/3 \), where \( c \) is the number of common characters, \( t \) is the number of transposed characters, and \( l_1, l_2 \) are the lengths of the two strings.

4.1.2.4 N-grams

N-grams is another approach for computing the distance between two strings. The N-grams comparison function forms the set of all the substrings of length \( n \) for each string. The distance between the two strings is defined as \( \sum_{x} |f_a(x) - f_b(x)| \) where \( f_a(x) \) and \( f_b(x) \) are the number of occurrences of the substring \( x \) in the two strings \( a \) and \( b \), respectively. Bigrams comparison \( (n=2) \) is known to be very effective with minor typographical errors. It is widely used in the field of information retrieval [11]. Trigrams comparison \( (n=3) \) is used by Hylton [16] in record linkage of bibliographical data. Most recently, N-grams was extended to what is referred to as Q-grams [13] for computing approximate string joins efficiently. N-grams is more efficient than edit distance or Jaro’s algorithm in the case of strings that contain multiple words and are known to be commonly in error with respect to word order. For example, comparing “John Smith” with “Smith John” results in 0.342 using Jaro’s algorithm, 0.5 using edit distance, 0.375 using trigrams, 0.222 using bigrams. Bigrams comparison gives the lowest value, which means that the two strings are much closer using bigrams than using other comparison functions.

4.1.2.5 Soundex Code

The purpose of the Soundex code is to cluster together names that have similar sounds [19]. For example, the Soundex code of “Hilbert” and “Heilbpr” is similar; as is the Soundex code of “John” and “Jon”. The Soundex code of a name consists of one letter followed by three numbers. The letter is the first letter of the name. Disregarding the remaining vowels, as well as the letters W, Y and H, the numbers are assigned to the first three letters following the first letter according to Table 2. An exception is when two letters that have the same number occur consecutively. In the latter case, the second letter is ignored. The Soundex code is padded by 0’s if less than three numbers are encountered. For example, the Soundex code for both “Hilbert” and “Heilbpr”, is H416; the Soundex code for both “John” and “Jon” is J500.

<table>
<thead>
<tr>
<th>Letters</th>
<th>Number</th>
<th>Letters</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>D, T</td>
<td>3</td>
<td>L</td>
<td>4</td>
</tr>
<tr>
<td>M, N</td>
<td>5</td>
<td>R</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Soundex Code Guide

4.1.3 Measurement Tools

TAILOR provides several performance metrics, some of which were proposed in a previous study [31]. The following subsections briefly introduce these metrics using the following notation. Let \( n_M \) and \( n_U \) be the total number of matched and unmatched record pairs in the entire data, respectively. Let \( s \) be the size of the reduced comparison space generated by the searching method, and let \( s_M \) and \( s_U \) be the number of matched and unmatched record pairs in this reduced comparison space, respectively. Finally, let \( c_{a,d} \) be the number of record pairs whose actual matching status is \( a \), and whose predicted matching status is \( d \), where \( a \) is either \( M \) or \( U \), and \( d \) is either \( M \), \( U \), or \( P \), where \( M \), \( U \) and \( P \) represent the matched, unmatched and possibly matched, respectively.

4.1.3.1 Reduction Ratio

The reduction ratio metric is defined as \( RR = 1 - s / (n_M + n_U) \). It measures the relative reduction in the size of the comparison space accomplished by a searching method.

4.1.3.2 Pairs Completeness

A searching method can be evaluated based on the number of actual matched record pairs contained in its reduced comparison space. We define the pairs completeness metric as the ratio of the matched record pairs found in the reduced comparison space, to the total number of matched record pairs in the entire comparison space. Formally, the pairs completeness metric is defined as \( PC = s_M / n_M \).

4.1.3.3 Accuracy

The accuracy metric tests how accurate a decision model is. The accuracy of a decision model is defined to be the percentage of the correctly classified record pairs. Formally, the accuracy metric is defined as \( AC = (c_{M,M} + c_{U,U}) / s \).

4.1.3.4 Completeness

The completeness metric tests how complete the de-
cision model is when considering the matched record pairs. The completeness metric is defined as the ratio of the matched record pairs detected by the decision model to the total number of matched record pairs known in the data. The completeness metric cannot be expressed as a function of the previously introduced terms since transitivity is taken into consideration while computing this metric. Transitivity means that if record \( x \) matches record \( y \) and record \( y \) matches record \( z \), then the record pair \((x, z)\) should be declared as matched even if it has another predicted matching status.

4.1.4 Supporting Tools
TAILOR incorporates other ready-made tools in order to provide additional functionality. The first one is MLC++ [20] that contains, among other things, classification techniques that are used by TAILOR in both the induction and the hybrid record linkage models. Mainly, two classification techniques are used: induction of decision trees and instance-based learning. The second ready-made tool is called DBGen [15], which is used to generate synthetic data files. The operation of DBGen is controlled by a large number of parameters such as data size, duplication rate, error probabilities in the various fields, etc. Notice that these parameters are instrumental in the generation of controlled studies for comparing the different tools and models included in the system.

4.2 User Interface
TAILOR provides its users with two different ways for interacting with the system. The users can use either a definition language or a graphical user interface. In either way, the user is able to select a searching method, a comparison function, and a decision model, as well as to tune all the required parameters. The values of the parameters determine the functionality of the various components described in Section 4.1. For example, in order for the users to make use of the sorted neighborhood searching method, they should specify values for the two parameters: the sorting key and the window size. Because of space limitations, we are not providing a full description of the interface. However, we refer the interested reader to [8].

5. Experimental Study

This section contains the results of an extensive experimental study that analyzes and empirically compares the various record linkage models and tools have been discussed. The main purpose of this study is to select the best searching method, the best comparison function, and the best decision model, as well as to facilitate the parameter selection process for them.

Section 5.1 compares the string comparison functions discussed in Section 4.1.2. In Section 5.2, experiments are conducted to compare the two searching methods discussed in Section 4.1.1. In Section 5.3, we study the performance of the proposed machine learning record linkage models versus the probabilistic record linkage model.

In our experiments, we exploit synthetic data as well as real data. As mentioned before, a tool called DBGen [15] is used for generating synthetic data. DBGen generates records of people that include the following information for each person: SSN, Name (Last, First, Middle Initial), and Address (Street, City, Zip Code, State). DBGen associates each record with a group number in such a way that records with the same group number represent the same person, i.e., matched records. A Wal-Mart database of 70 Gigabytes, which resides on an NCR Teradata Server running the NCR Teradata Database System, is used for the real data experimental study. The results of this experimental study are reported in Section 5.4.

5.1 Evaluation of String Comparison Functions

Figure 4 shows empirical results for comparing a list of person names using various string comparison functions. The list of names, which is taken from a similar study [26], is known to be the same but misspelled. In order to be able to compare their performance, the comparison values are normalized in the range \([0,1]\). The lower the comparison value is, the closer the two strings are to each other. Figure 4 shows that for all the strings, Jaro’s algorithm gives the lowest value.

5.2 Comparison of Searching Methods

We use two metrics to compare the effectiveness of the searching methods: the pairs completeness metric, and the reduction ratio metric. We have conducted two experiments to compare (i) the blocking method for different values of the block key length, and (ii) the sorted neighborhood method for different values of the window size. We use the symbol “B-x” to denote the blocking method with block key of length \(x\). In addition, we use the
symbol “W-y” to denote the sorted neighborhood method of window size y.

Figure 5 shows the results of the first experiment on synthetic data sets of different sizes. The experiment uses the first three characters of the last name combined with the first three characters of the first name as the block key and the sorting key. Figure 5 shows that (i) in the blocking method, the pairs completeness value decreases and the reduction ratio increases as the value of the block key length increases, and (ii) in the sorted neighborhood method, the pairs completeness value increases and the reduction ratio decreases as the value of the window size increases.

![Figure 5. Searching Methods, Experiment 1](image)

**Figure 5. Searching Methods, Experiment 1**

Figure 6 shows the results of the second experiment. The Soundex code of the last name is used as the block key and the sorting key. Figure 6 shows a similar tendency in the metrics to the first experiment. However, there is a notable increase in the pair completeness metric without a major change in the reduction ratio.

A reduced comparison space is better than another if it has a higher reduction ratio and a higher pairs completeness value. Both Figure 5 and Figure 6 show that there is a tradeoff between those two metrics that is similar to the precision recall tradeoff [28]. Similar to the $F$ score metric [28] that captures the harmonic mean of precision and recall, we employ a new metric, named $F$ score, that is defined as follows: $F score = \frac{2 \cdot PC \cdot RR}{PC + RR}$.

The function ensures that an $F$ score will have values within the interval [0,1] with the feature that high values represent better performance than lower values. Figure 7 gives the results using this metric for both the previous experiments. The figure shows that the $F$ score values decrease as the data size increases. Figure 7(a) shows that blocking searching method with block key length of all (the same length of the sorting key) has the worst performance, and shows that the other methods have approximately the same performance. Figure 7(b) shows that, using Soundex code with large data sizes, blocking with block key length of all has a comparable performance.

![Figure 6. Searching Methods, Experiment 2](image)

**Figure 6. Searching Methods, Experiment 2**

![Figure 7. Searching Methods (F score)](image)

**Figure 7. Searching Methods (F score)**
An error that may be encountered in real-world data is the swapping of two field values. For example, a person whose name is “John Smith” may be represented in a record by first name “John” and last name “Smith”, and in another record, erroneously, by first name “Smith” and last name “John”. TAILOR provides a feature, called field swapping, to account for this error. The searching methods are enhanced in order to guarantee that the pair of records with the swapped values is contained in the reduced comparison space. An experiment is performed to evaluate the improvement in performance using this feature. The experiment uses the blocking method where the block key is the Soundex code of the last name. We compare two cases. In the first one, the feature is not set, while in the second, it is set to account for the swapping of the first and the last names. While the F score value in the first case is 0.93 on average, in the second case the F score value is 0.98 on average. This increase in the F score results from an average increase of 0.11 in the pairs completeness of the second case over the first, while the reduction ratio is slightly decreased.

5.3 Comparison of Decision Models

The next experiment compares the various decision models using both accuracy, and completeness metrics discussed before, and also the percentage of the record pairs that have been predicted as possibly matched by the decision model. Figure 8 shows the results of the experiment using a data set of 100,000 records varying the training set size (or varying the reduced comparison space size for the clustering record linkage model).

This experiment uses the first three characters of the last name combined with the first three characters of the first name as the sorting key, and uses the sorted neighborhood method with window size of 5 as the searching method. The possible matched set is not defined in the induction record linkage since the training set does not contain such a label. The figure shows that the machine learning record linkage models outperform the probabilistic record linkage model concerning both the accuracy and the completeness metrics. However, the probabilistic record linkage model has lower percentage of possibly matched record pairs. Therefore, no model proved to be the best under all the metrics, and it totally depends on the user and his criteria to pick the right model for his data.

5.4 Real Data Experimental Study

For the experiments with real data, we made use of the Item table from the Wal-Mart database. The Item table contains half a million items with a total size of 175 Megabytes. The goal of this experiment is to detect duplicate items by applying the developed record linkage mod-

![Figure 8. Decision Models Comparison](image-url)
The clustering record linkage model predicts 38% of the item pairs as matched, while the hybrid record linkage model predicts 48% as matched item pairs. In order to measure the accuracy of these models, random samples of the item pairs are produced and checked manually. Whereas the accuracy of the clustering record linkage model is found to be 79.8% on average, the accuracy of the hybrid record linkage model is found to be 76.5% on average. Measuring the completeness of the models is not feasible since all the item records would have to be checked manually.

Table 3 shows some examples of item pairs. In this table, the first three item pairs are predicted to be matched. Manual review indicates that the third pair is incorrectly predicted as matched. The first item pair demonstrates the importance of setting the field swapping feature. The fourth item pair is correctly predicted as unmatched. Although the fifth item pair is a matched item pair, the record linkage model is not able to detect it since this item pair is not included in the reduced comparison space. Notice that the two items have different subcategory numbers. Since the subcategory number is part of the block key, the blocking searching method does not select this item pair in the reduced comparison space.

### 6. Related Work

Related work falls into two main categories: the record linkage problem and record linkage tools and frameworks.

Hernandez and Stolfo [14] address the record linkage problem under the name merge/purge, which is a common name that business organizations use to describe the same problem. The authors propose an equational theory for record linkage. By the term equational theory, they mean the specification of inference declarative rules that dictate the logic of record equivalence. Monge and Elkan [23] consider the record linkage problem as an extension of the string matching problem. Their algorithm considers the database record as a string, and it decides the matching status of a record pair based on the distance between the two strings. Dey et al. [7] discuss the same problem under the name entity matching, as this name pertains to the system integration and heterogeneous databases areas.

Most recently, record linkage has been investigated in the data cleaning context. Lee et al. [21] extend the equational theory for record linkage to a complete knowledge-based framework for data cleaning. In [4], Caruso et al. demonstrate a data reconciliation tool that is based primarily on a rule-based record linkage model. Galhardas et al. [12] propose a declarative language for the logical specification of data cleaning operations, along with a framework for specifying various data cleaning techniques at the logical and physical level; record linkage is one of these techniques.

### 7. Conclusions

In this paper, we have presented TAILOR a record linkage toolbox that serves as a framework for the record linkage process. Several in-house developed, as well as public domain tools are bundled into TAILOR. TAILOR is extensible, and hence any proposed searching method, comparison function, decision model, or measurement tool can be easily plugged into the system. We have proposed three machine learning record linkage models that raise the limitations of the existing record linkage models. Our extensive experimental study, using both synthetic and real data, shows that (i) the machine learning record linkage models outperform the probabilistic record linkage model with respect to the accuracy and the completeness metrics, (ii) the probabilistic record linkage model identifies a lesser percentage of possibly matched record pairs, (iii) both the clustering and the hybrid record linkage models are very useful, especially in the case of real applications where training sets are not available or are very expensive to obtain, and (iv) Jaro’s algorithm performs better than the other comparison functions.
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